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Abstract

Communicating across cultures is inherently challenging, espe-
cially through culturally dense and ambiguous formats like memes.
While people expect large language models (LLMs) hold promise for
bridging such gaps, existing benchmark datasets often fail to cap-
ture the cultural context necessary for accurate interpretation. To
address this, we introduce MemeBridge, a curated dataset centered
on U.S.-originated memes, designed to capture two complementary
perspectives: (1) how Chinese participants interpret these memes,
and (2) how U.S. participants anticipate how people from other
cultures might misunderstand them. Here, context refers to im-
plicit cultural knowledge—background beliefs, norms, and shared
assumptions that shape meme comprehension. The dataset was
constructed via a multi-stage crowdsourcing pipeline with rigor-
ous validation, including human agreement checks and GPT-based
classification verification. Each meme is annotated with sentiment,
emotion, cultural significance, and knowledge type, providing rich
supervision for downstream tasks. Notably, we observe that the
anticipated misunderstandings from U.S. participants are often in-
accurate, highlighting the asymmetries in cultural understanding
and the challenges of adopting perspectives beyond one’s own.
This bidirectional framing—focusing on both expression and per-
ception—enables more nuanced benchmarking of cross-cultural
comprehension. Our probing of multiple LLMs reveals that while
models developed in different cultural contexts exhibit partial cross-
cultural understanding, they often struggle with sophisticated in-
terpretations. By contrast, fine-tuning with MemeBridge improves
model performance, underscoring the value of culturally grounded
resources for training and evaluating LLMs in globally diverse set-
tings.
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1 Introduction

Memes serve as a form of speech act in digital communication,
enabling Internet users to engage in social interactions through
shared cultural references and semiotic cues [7]. However, memes
are more than just visual humor; they function as cultural artifacts
that reflect societal trends, linguistic variations, and generational
differences. Their interpretation is often deeply rooted in a cul-
tural context, making them susceptible to misinterpretation by
individuals from different backgrounds [17]. For example, when
Chinese individuals attempt to interpret memes originating in the
United States, significant gaps can be seen with respect to humor,
historical references, and societal norms. To investigate this issue,
we conducted informal interviews with eight Chinese individuals
currently residing in the United States. Many participants shared
concerns about the potential for miscommunication when using
memes, as illustrated by the following quote.

"... Honestly, sometimes I worry about using memes
incorrectly and accidentally causing awkwardness or
conflicts with my (American) friends...."

Moreover, as global social media platforms continue to expand, this
problem could become increasingly common, even among Chinese
people not living in the United States. Following our interview,
although Chinese individuals typically use platforms within their
own cultural group, such as WeChat and Weibo, many of them also
engage with global platforms like Twitter and Facebook, thereby
being exposed to other cultures as well [28]. A lack of cultural
familiarity can lead to unintended misunderstandings or misaligned
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Figure 1: This meme humorously distorts history, exaggerat-

ing Mendes and Cabello’s relationship. A Chinese individual

unfamiliar with the ‘Gonna Tell My Kids’ meme format or

U.S. pop culture may find it confusing, leading to awkward

interactions.

social interactions, as in Figure 1. Addressing these gaps is crucial
for improving cross-cultural digital communication and mitigating
the risk of misinterpretation in online discourse.

As large language models (LLMs) continue to advance, multi-
modal variants such as GPT-4o [9], Llama-3.2-Vision [6], GLM-
4V [27], and Qwen-VL [3] have become increasingly accessible to
the general public. Given their ability to process and generate both
textual and visual content, multimodal LLMs present a potential
solution to bridge cultural gaps in communication, including the
interpretation of memes. However, previous research on cultural
knowledge bases [26] has demonstrated that LLMs predominantly
reflect Western-centric perspectives, making it challenging for non-
Western audiences to fully understand culturally embedded content.
Additionally, biases in training data and limitations in understand-
ing the relationship between text and image can lead LLMs to
generate skewed or inaccurate meme explanations [33]. Despite
the increasing sophistication of LLMs, these limitations raise con-
cerns about whether they can effectively interpret and contextualize
memes across cultures and help people understand memes from
different countries, necessitating further investigation into their
performance in cross-cultural meme understanding.

In this paper, we investigate the ability of state-of-the-art LLMs
to interpret U.S.-based memes, focusing on their capacity to provide
explanations, detect sentiment, and identify emotions. To facilitate
this study, we constructed MemeBridge, a carefully curated dataset
consisting of memes contributed by native U.S. participants. Each
meme entry includes explanations, potential misunderstandings
that individuals from different cultural backgrounds might experi-
ence, and sentiment and emotion annotations. Using this dataset,
we evaluate and fine-tune multiple LLMs to assess their effective-
ness in cross-cultural meme interpretation.

Through extensive experiments, we have the following key ob-
servations: (1) The cultural gap in meme interpretation is bidirec-
tional. Chinese individuals face challenges in understanding U.S.
memes, with 58.8% accuracy in determining their explanations,
45% accuracy in labeling sentiment and 48.9% accuracy in label-
ing emotions. Similarly, U.S. participants struggled to accurately
predict how Chinese individuals misinterpret memes, as the mis-
understandings proposed by U.S. participants often did not align
with actual misconceptions held by Chinese participants. (2) The

origin of an LLM—whether developed by a Chinese or U.S. com-
pany—does not inherently lead to significant cultural biases. Instead,
these models were well-aligned to minimize explicit cultural ten-
dencies. (3) LLMs demonstrate cultural awareness and adaptability.
Explicitly instructing LLMs to adopt a specific cultural perspective
significantly impacts their interpretative performance. All tested
models exhibited performance differences when role-playing as U.S.
participants or role-playing as Chinese participants, compared to
the default setting. This suggests their ability to adjust to different
cultural identities and perspectives.

2 Related Work

Cultural Awareness in LLMs. The popularity and adoption of
LLMs in various domains pose challenges and the need for cultural
awareness [20, 21]. Existing studies have found that LLMs have
biases in understanding cultural symbols, have different perfor-
mances for different regional cultures, and are difficult to reach
human levels [29]. For example, Shi et al. [26] have demonstrated
that LLMs predominantly reflectWestern-centric perspectives, mak-
ing it challenging for non-Western audiences to fully understand
culturally embedded content. To address this, a growing number
of studies [13, 26, 32] have explored various aspects of integrating
cultural understanding into LLMs, with the aim of bridging commu-
nication gaps and facilitating effective cross-cultural exchange. For
example, Nguyen et al. [19] has proposed Candle, an end-to-end
approach to extracting cultural common sense knowledge from
Web corpora on a large scale. Although these studies offer valuable
information, many of them focused on machine translation with
text information. More recently, the concept of image transcreation
for cultural relevance acknowledges the need to adapt visual con-
tent for cultural appropriateness [12], representing a crucial step
towards bridging the gap between visual language understanding
and cultural interpretation.
Cross-Cultural Understanding with Multimodal LLMs. Some
recent works onmultimodal LLMs highlight the challenges of adapt-
ing multimodal reasoning across diverse linguistic and cultural con-
texts. One major focus has been cultural adaptation in multimodal
tasks, where researchers explore how models interpret visual and
textual information differently across cultures, emphasizing the
need for datasets that reflect such diversity [14, 16]. Another key
area is culturally influenced language inference, examining how
cultural norms shape reasoning, particularly in tasks like natural
language inference and figurative language understanding [8, 11].
Additionally, work on humor, satire, and harmful content detection
demonstrates the necessity of culturally aware AI, as humor and
hate speech often rely on nuanced cultural context [4, 18]. Collec-
tively, these studies stress the importance of integrating cultural
awareness into vision-language models to enhance their robustness
and fairness in global applications. These studies inspired us to in-
vestigate the cross-cultural understanding of memes, the dynamic
and informal media circulating in online communities.
Cross-Cultural Understanding and Evaluation of Memes. Sev-
eral datasets have been collected to facilitate the understanding
of memes. For example, Zannettou et al. [31] collected and ana-
lyzed 160 million images from four major online communities (i.e.,

2



233

234

235

236

237

238

239

240

241

242

243

244

245

246

247

248

249

250

251

252

253

254

255

256

257

258

259

260

261

262

263

264

265

266

267

268

269

270

271

272

273

274

275

276

277

278

279

280

281

282

283

284

285

286

287

288

289

290

MemeBridge: A Dataset for Benchmarking and Mitigating the Bidirectional Cultural Gap in Meme Interpretation Conference acronym ’XX, June 03–05, 2018, Woodstock, NY

291

292

293

294

295

296

297

298

299

300

301

302

303

304

305

306

307

308

309

310

311

312

313

314

315

316

317

318

319

320

321

322

323

324

325

326

327

328

329

330

331

332

333

334

335

336

337

338

339

340

341

342

343

344

345

346

347

348

Twitter, Reddit, 4chan’s /pol/, and Gab), establishing a method-
ological framework for cross-platform meme tracking and analy-
sis. FigMemes [15] focuses on the identification of figurative lan-
guage in political memes. MCC [25] contains 3,400 memes and their
contexts focusing on detecting explanatory evidence for memes.
MemeCap [10] enables the evaluation of visual language models
in the meme captioning task. SemanticMemes [34] highlights se-
mantic clustering. MemeMQA [2] offers a multimodal question-
answering framework for a better semantic explanation of memes.
Multi3hate [4] is designed for specific tasks such as context under-
standing and hate speech detection. There studies enhanced the
understanding and interpretation of memes but did not adequately
address their understanding from a cross-cultural perspective. Our
work collects data through crowdsourcing and requires partici-
pants to provide an explanation and possible misconceptions of
each meme, as well as sentiment and emotion tags. Furthermore,
we propose a novel cross-cultural evaluation design by prompting
LLMs as people of different cultural backgrounds, enabling a more
direct and quantitative assessment of cross-cultural misunderstand-
ings.

3 MemeBridge Dataset Construction

To ensure high-quality data for cross-cultural meme understanding,
we designed a three-stage crowdsourcing pipeline for dataset collec-
tion, validation, and cross-cultural testing. This structured process
aims to systematically refine and validate the dataset while identi-
fying cultural misunderstandings embedded in memes. Participant
demographics are provided in Appendix A, while recruitment and
compensation details are available in Appendix B. The full research
consent form is included in Appendix C.

3.1 Stage 1: Initial Data Collection

The dataset construction process began with collecting a diverse set
of memes and their interpretations from a U.S. crowd group consist-
ing of 100 participants, recruited through Prolific. Each participant
was asked to contribute 10 memes along with their personal expla-
nations and potential misunderstandings they believed could arise
for individuals from other cultural backgrounds, yielding a total of
1,000 data points. To ensure consistent interpretation, annotators
were provided with detailed instructions, including an illustrative
example: how non-U.S. participants might misinterpret the phrase
“Netflix and Chill” as a literal movie invitation, not realizing its
euphemistic meaning. This encouraged contributors to reflect on
how culturally specific cues might be missed or misread. The full
annotation prompt is included in Appendix D. In addition to these
textual inputs, participants were asked to assign each submitted
meme a sentiment label from {positive, negative, neutral} and
one or more emotion labels from {sarcastic, humorous, offensive,
motivational} [24]. This approach ensures that the dataset captures
not only the explicit meaning of memes but also the emotions and
cultural context associated with them. Our crowdsourcing method
aligns with prior efforts, such as Yin et al. [30], which leveraged di-
verse participant contributions to collect geo-diverse commonsense
knowledge.

To enhance data quality, we randomly selected 200 data points
and had three researchers label them using a binary scheme, i.e.

classifying each explanation and misunderstanding as either “good”
or “bad” quality. Majority voting was used to determine the final
label for each data point. This labeled dataset was then used to
train a BERT-based classifier [5] to filter out low-quality meme
interpretations. To justify the classifier’s reliability and training
sample sufficiency, our results in Appendix E show that 200 training
samples are enough to achieve strong classification performance.
Next, we conducted a linguistic complexity check, revealing that
explanations contained an average of 26.12 words, while misun-
derstandings averaged 20.89 words. A Type-Token Ratio (TTR)
analysis [23] further showed that explanations had an average TTR
of 0.905, whereas misunderstandings had a slightly higher average
of 0.928. To ensure high linguistic quality, we filtered out low-
diversity data by computing the average TTR of each explanation
and misunderstanding. Data points with an average TTR below 0.5
were discarded, retaining only those with sufficient lexical diversity.
After applying these filtering steps, 754 data points met the quality
criteria and were retained for further analysis.

Following these analyses, we used the GPT-4 API [1] to rewrite
the original data, standardize the format, and improve grammatical
accuracy while preserving semantic integrity. To ensure consis-
tency, we applied a similarity scoring mechanism to compare the
refined text with the original. Details of our prompt design and
continuous monitoring of similarity scores to ensure successful
rewriting are provided in the Appendix J. Finally, we also lever-
aged GPT-4 to translate the dataset into Chinese, preparing it for
comparative cross-cultural evaluation in Stage 3.

3.2 Stage 2: Data Validation

To ensure robustness and reliability, we conducted a validation
process involving another group of 180 U.S. participants. How-
ever, some participants left early or failed the attention check. To
maintain consistency, we ensured that each meme was reviewed
and annotated by exactly four participants. This phase focused on
measuring consistency and agreement among annotators to assess
the quality of the collected explanations and misunderstandings.
Participants were asked to assign sentiment and emotion labels to
the memes to gauge consensus and alignment in interpretations.
Moreover, the explanatory text, identified misunderstandings and
cultural significance were evaluated using a five-point Likert scale,
allowing us to quantify recognition and ensure the cultural rele-
vance of our data.

To assess agreement levels, we computed percent agreement
for each meme across multiple dimensions: explanation clarity,
misunderstanding level, cultural significance (all mapped to a three-
level scale derived from the five-point Likert ratings), sentiment,
and emotion. Agreement was determined by identifying the modal
rating among the four annotators and calculating the proportion
of annotators who assigned the same rating. Our results showed
agreement rates of 79.2% for explanation clarity, 67.1% for misunder-
standing level, 70.6% for cultural significance, 66.2% for sentiment,
and between 75% and 90% for the four emotion labels. Based on
these results, we filtered out memes with an aggregated cultural
significance rating below 3 (on a five-point Likert scale, meaning
that most annotators did not perceive them as culturally significant
in the U.S. context). After filtering, 621 memes remained in the final
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Figure 2: (A) Data Collection & Cleaning: 200 memes randomly selected from 1000 collected and labeled by three researchers,

followed by BERT-based refinement (N=754). (B) Data Validation: Participants labeled memes for sentiment and emotion.

Explanation text, misunderstandings, and cultural significance were rated on a five-point Likert scale. Resulting in the final

meme dataset (N=621) (C) Cross-Cultural Labeling: Chinese participants participated in meme interpretation tests.

(Sentiment)

Positive Neutral Negative

185 310 126

(Emotion)

Sarcastic Humorous Motivational Offensive

439 539 586 594

Table 1: Distribution of sentiment and emotion labels.

dataset, and we assigned the aggregated sentiment and emotion
labels to them for further analysis.

We summarize the final distribution of sentiment and emotion
labels in Table 1. This shows a reasonably balanced sentiment dis-
tribution, with a diverse range of emotions well-represented.

To further analyze the dataset, we employed GPT-4 to classify
each meme along two dimensions. The prompts used for these clas-
sification tasks are provided in Appendix M. For topic labeling, we
adopted five categories inspired by prior work such as MEMEX [25]:
Political Satire, Entertainment, Films and Cartoons, Pop Culture,
and Social Events. The distribution of our dataset across these cat-
egories is shown in Figure 3. Each meme was also categorized as
requiring either cultural or general knowledge for correct interpre-
tation. This binary classification was again performed using GPT-4o,
with one label per meme. Table 2 shows the resulting distribution.
Together, these results confirm that the dataset spans diverse topical
domains and is rich in culture-specific content—consistent with our
goal of facilitating research on cross-cultural meme understanding.

We conducted a separate human validation study to confirm the
agreement level and assess the reliability of our automatic topic
and knowledge-type annotations (general vs. cultural knowledge).
We randomly sampled 200 memes from the dataset, and one author
manually labeled each meme for both topic and knowledge type.
These human-provided labels were then compared with GPT-4o’s

Knowledge Type Number of Memes

Cultural Knowledge 529
General Knowledge 92

Table 2: Distribution of memes by required knowledge type.

35.69%

28.29%

18.65%
10.45%

6.92%

Political Satire
Entertainment
Films and Cartoons
Pop Culture

Social Events

Figure 3: Distribution of meme topics in the dataset.

automatic classifications. The agreement rates by category and Co-
hen’s Kappa are shown in Table 3. These results demonstrate strong
alignment between human and GPT-4o annotations, with Cohen’s
Kappa values of 0.89 for topic classification and 0.85 for knowledge-
type classification. This high level of agreement provides strong
empirical evidence for the reliability of automatic labeling in our
dataset.

3.3 Stage 3: Cross-Cultural Assessment

The final stage aimed to evaluate cross-cultural differences in meme
interpretation by engaging 84 Chinese participants. After filtering
out those who left early or failed the attention check, 63 participants
remained, ensuring that each meme was reviewed by two individ-
uals, resulting in 1,242 data points (621 memes×2 reviews/meme).
These participants provided sentiment and emotion labels, allowing
us to compare their perceptions with those of the U.S. participants
and identify potential cultural divergences.

4
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(Topic Classification)

Category Agreement (%)

Political Satire 91.3
Entertainment 93.4
Films and Cartoons 93.3
Pop Culture 94.1
Social Events 83.3

Cohen’s Kappa 0.89

(Knowledge Type Classification)

Label Agreement (%)

General vs. Cultural 95.5

Cohen’s Kappa 0.85

Table 3: Human-GPT-4o agreement on topic and knowledge-

type classification (N=200).

Figure 4: Example comparison between GPT-4-generated and

human-assumed distractors for two U.S. memes.

Additionally, participantswere asked to completemultiple-choice
questions constructed in the following way: Explanations were des-
ignated as the correct answer 𝐶 , while potential misunderstandings
served as one distractor 𝐷1. To introduce further variation, we em-
ployed GPT-4 to generate an additional distractor 𝐷2 by providing
the meme as input. The prompt used for generating 𝐷2 is included
in Appendix K. This resulted in a three-choice question format
{𝐶, 𝐷1, 𝐷2} for each meme.

Our assessment results demonstrated that Chinese participants
struggled to accurately interpret sentiment in U.S.-centric memes,
achieving only 45.0% accuracy. Similarly, their ability to correctly
identify emotions was limited, with an accuracy of 48.9%. Most
notably, their performance on the multiple-choice task was rela-
tively low, with a correctness rate of just 58.8%. As discussed in the
introduction, these findings reinforce the existence of a cultural
gap affecting meme comprehension. For the multiple-choice task,
17.1% of all responses selected the human-assumed distractor (𝐷1),
while 24.0% selected the LLM-generated distractor (𝐷2), indicat-
ing that Chinese participants were significantly more misled by
the LLM-generated distractor than the human-assumed distractor
(𝑝 < 0.001). This supports observation 1: the cultural gap is bidi-
rectional—just as Chinese participants struggle to interpret U.S.
memes, U.S. participants may also have difficulty predicting how
others will perceive their memes. To contextualize this difference,
we include a comparison of LLM-generated and human-assumed

distractors in Figure 4. Additional representative examples from
the dataset are included in Appendix F.

To investigate whether misunderstandings by Chinese partici-
pants stem from a lack of cultural or general knowledge, we com-
pared their performance across memes classified as requiring cul-
tural versus general knowledge. Accuracy rates for three key tasks
- multiple choice (MCQ), sentiment labeling, and emotion labeling -
are shown in Table 4. A significance marker (*) indicates 𝑝 < 0.05.
The sentiment classification task showed a significant performance
gap, with participants performing worse on memes requiring cul-
tural knowledge. Emotion labeling performance was also lower for
cultural memes, with marginal significance. These results indicate
that observed misunderstandings are more likely due to cultural
barriers rather than a lack of general knowledge.

Chinese Participants Accuracy (%)

Task Cultural Memes General Memes

Multiple Choice (MCQ) 59.69 54.04
Sentiment Labeling 43.54 53.03*
Emotion Labeling 47.76 55.56

Table 4: Chinese participant performance on memes requir-

ing cultural vs. general knowledge. * indicates statistically

significant difference at 𝑝 < 0.05.

4 Evaluating LLM’s Cross-Cultural Meme

Understanding

With the dataset constructed, we aim to evaluate the performance of
LLMs in meme interpretation, focusing specifically on four off-the-
shelf multimodal LLMs: Qwen2.5-VL-3B [3], GLM-4V [27], Llama-
3.2-11B-Vision [6], and GPT-4o [9]1. Our goal is to assess themodels’
ability to generate human-like interpretations, accurately detect
the sentiment and emotions conveyed by memes, and evaluate their
adaptability to different cultural perspectives. All prompts used for
model evaluation are provided in Appendix L.

4.1 Assessment on LLMs

First, we evaluated LLMs under the same test conditions as Chinese
participants in Section 3.3. Our findings indicate that while GPT
consistently outperforms Chinese participants in interpreting U.S.
memes, the other models exhibit specific weaknesses, as shown
in Table 5. Notably, for sentiment classification, Qwen, GLM, and
LLaMA all performed worse than Chinese participants, indicating
that recognizing sentiment is inherently subtle and remains an
open problem [22].

In contrast, for emotion detection, Qwen and GLM significantly
outperformed Chinese participants, indicating the potential of these
models to assist non-native speakers in understanding emotions
conveyed in U.S. memes. However, LLaMA performed consistently
worse than both the other models and human participants. This
could be attributed to the differences in dataset curation—while
Qwen, GLM, and GPT are developed by companies with proprietary,

1In the following discussion, we abbreviate these models to Qwen, GLM, LLaMA, and
GPT for the ease of notation.
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Qwen GLM LLaMA GPT CN (Human)

MCQ 68.8% 52.8% 55.2% 75.4% 58.8%
Sent 40.4% 37.7% 35.3% 54.2% 45.0%
Emo 65.1% 64.2% 32.4% 84.3% 48.9%

Table 5: Comparing the performance of different LLMs with

Chinese participants on Meme Understanding. This table

presents the accuracy of 4 different LLMs and Chinese an-

notators across three tasks: Multiple choice questions selec-

tion (MCQ), Sentiment labeling (Sent), and Emotion labeling

(Emo). Underlined values indicate statistically significant

differences from Chinese annotators (p < 0.05).

Figure 5: Comparing the distribution of answer choices

across different LLMs and Chinese participants (CN (Hu-

man)).Significance indicators (*: p < 0.05, **: p < 0.01, ***: p

< 0.001) above pairs of distractor bars show whether partic-

ipants significantly favored one type of distractor over the

other when making incorrect choices.

curated training data, LLaMA is trained predominantly on open-
source datasets, which may lack diversity, fine-grained annotations,
or up-to-date meme-related content. Consequently, its performance
on specialized tasks such as sentiment and emotion detection is
notably lower.

Further analysis of multiple-choice answers by different mod-
els revealed an interesting pattern: LLMs, similar to Chinese par-
ticipants, tend to prefer LLM-generated distractors over human-
assumed distractors, as shown in Figure 5. This observation suggests
that while LLMs can effectively understand U.S. memes, their er-
rors align with ‘real’ misunderstandings experienced by Chinese
participants. This finding underscores the potential of LLMs in
modeling cultural misinterpretations and highlights the dual na-
ture of the cultural gap—both in interpreting and anticipating meme
misunderstandings across cultures.

4.2 Detection of LLMs’ Potential Bias

To evaluate cross-cultural adaptation and cultural awareness, we
designed experiments to identify potential biases in model training
that may result in cultural tendencies. We selected four models for
comparison: Qwen2.5-VL and GLM-4V, Chinese developed open-
source models; Llama-3.2-Vision, a U.S.-based open-source model;
and GPT-4o, a widely regarded state-of-the-art closed-source model.
Each model was tested under three conditions: the default setting
DEF , an explicit prompt instructing the model to respond as a

native US person US-RolePlaying , and another instructing it to

respond as a native Chinese CN-RolePlaying . Under each condi-
tion, the model first completed the same test as in Section 3.3, and
we measured their performance on those tasks. Then, in a fresh
session, the models were instructed to generate an explanation for
this meme. We compared these explanations with both the origi-
nal (crowdworker-provided) explanations and the formatted (LLM-
rewritten) explanations (both obtained in Section 3.1), using cosine
similarity scores to quantify textual alignment. The test results are
presented in Table 6. Across all models, performance was high-
est under the US-RP condition. Additionally, LLM-generated
explanations exhibited higher similarity to the formatted expla-
nations than to the original ones. This aligns with expectations,
as LLM outputs tend to be more structured and formal, whereas
crowdworker-written explanations exhibit more variability in gram-
mar and vocabulary.

To summarize overall model performance across five evaluation
metrics, we introduce a simple aggregate measure called the Per-
formance Score (PS), shown in Table 6. The score was computed by
grouping the two similarity comparisons into a single task, along
with three classification tasks: multiple choice questions selection
(MCQ), sentiment labeling (Sent), emotions labeling (Emo):

PS = (Simoriginal + Simformatted)
+ PSMCQ + PSSent + PSEmo . (1)

Here, Simoriginal and Simformatted represent the cosine similarity
between the model-generated explanation and the original crowd-
worker explanation, and the GPT-4 generated explanation, respec-
tively. PSMCQ, PSSent, and PSEmo correspond to the normalized per-
formance scores for the multiple-choice, sentiment, and emotion
classification tasks. Each component is scaled to ensure compara-
ble weight, allowing the PS to serve as a compact but interpretable
summary of overall model behavior across both generative and clas-
sification tasks. Full details on score normalization and weighting
are provided in Appendix H.

Note that for emotion labeling, a prediction is marked correct
if the ground-truth labels are a subset of the predicted labels. We
acknowledge that the subset-based evaluation rule for emotion
labeling could raise concerns about degenerate solutions—such as
models predicting all available emotion labels to maximize correct-
ness. However, this risk was mitigated by design: the evaluation
criteria were not disclosed to either models or human participants,
making strategic label inflation unlikely. Furthermore, our empir-
ical analysis (see Appendix G) confirmed that such behavior did
not occur. Most predictions included only 1–2 emotion labels, and
no response—model-generated or human—selected all four. The
expected number of labels per response ranged from 1.27 to 1.63, far
below the theoretical maximum of 4. These results validate the re-
alism of model behavior under the subset-based metric and support
its robustness for evaluating multi-label emotion classification.

While we report all sub-metrics individually in Table 6, we found
that examining them in isolation can make it tedious to interpret
trends across models and prompt settings. For example, the GLM
model shows improved similarity scores under the US-RP con-
dition but performs worse on multiple-choice and sentiment clas-
sification compared to the default setting. Under CN-RP , the
pattern reverses: accuracy scores improve, while similarity scores
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Qwen GLM LLaMA GPT

DEF US-RP CN-RP DEF US-RP CN-RP DEF US-RP CN-RP DEF US-RP CN-RP

Simoriginal 0.484 0.492↑ 0.468↓ 0.429 0.449↑ 0.428↓ 0.455 0.467↑ 0.442↓ 0.460 0.505↑ 0.471↑
Simformatted 0.582 0.600↑ 0.554↓ 0.479 0.536↑ 0.475↓ 0.546 0.566↑ 0.536↓ 0.499 0.605↑ 0.554
AccMCQ 68.8% 67.9%↓ 69.5%↑ 52.8% 46.7%↓ 52.9%↑ 55.2% 47.8%↓ 44.8%↓ 75.4% 72.7%↓ 72.3%↓
AccSent 40.4% 46.2%↑ 47.0%↑ 37.7% 33.2%↓ 38.3%↑ 35.3% 40.1%↑ 39.0%↑ 54.2% 55.0%↑ 51.9%↓
AccEmo 65.1% 79.4%↑ 74.3%↑ 64.2% 67.5%↑ 77.2%↑ 32.4% 42.2%↑ 41.7%↑ 84.3% 84.5%↑ 82.6%↓
PS 2.887 3.192↑(0.305) 3.049↑(0.162) 2.595 2.663↑(0.068) 2.821↑(0.226) 2.135 2.321↑(0.186) 2.232↑(0.097) 3.242 3.385↑(0.143) 3.245↑(0.003)

Table 6: Performance of LLMs across cultural settings and evaluation metrics. This table shows the performance of different

LLMs under corresponding prompting strategies: DEF (Default Setting), US-RP (US RolePlaying), and CN-RP (Chinese

RolePlaying). Performance is evaluated using metrics including similarity with original data (Sim
original

) and formatted

(Sim
formatted

) text, Accuracy on Multiple choice questions selection (AccMCQ), Sentiment labeling (AccSent), and Emotion

labeling (AccEmo) tasks, along with a Performance Score (PS). For statistical significance test and pairwise comparisons across

cultural settings, please refer the details in Table 3.

decline. This contradictory behavior makes it difficult to determine
which persona setting is most effective for the model overall. The
PS provides a compact, interpretable summary to address this chal-
lenge. It enabled us to observe consistent trends—such as models
performing best under one of the role-play conditions—without
obscuring the underlying metric-level variation. Importantly, the
PS is not intended to replace individual metrics but to serve as a
complementary tool for high-level comparison.

Across all models, the performance score improved when models
were explicitly instructed to adopt either the US-RP or CN-RP

perspective, compared to the DEF condition. This finding sug-
gests that role-playing prompts significantly impact LLMs’ inter-
pretative accuracy and their alignment with cultural contexts.

Pairwise significance tests (see Table 7) reveal that US-RP con-
sistently improves on DEF in a statistically significant manner in
key metrics, and similar improvements are observed when compar-
ing CN-RP to DEF for most metrics. Notably, when directly
comparing US-RP and CN-RP , the US-RP condition gener-
ally outperforms. Overall, based on PS, the performance ranking for
Qwen, LLaMA, and GPT follows the order: US-RP > CN-RP

> DEF . These results indicate that persona-conditioned prompt-
ing can influence model behavior in ways that reflect alignment
with cultural context. When the prompted identity matches the
cultural background of the meme content—as in the US-RP

setting—models tend to show improved interpretability. In con-
trast, prompts that are less aligned with the content’s origin—such
as CN-RP —are associated with relatively lower performance,
though often still above the default setting. This suggests that mod-
els exhibit context-sensitive behavior when guided by role-specific
instructions.

4.3 Fine-tuning

To further validate the effectiveness of our dataset, we conducted
fine-tuning experiments. The dataset was split into 70% for fine-
tuning, 15% for validation, and 15% for testing. We fine-tuned three
models via their respective APIs: Qwen-2.5-VL-3B (developed by
Alibaba), GLM-4V (by Zhipu AI), and GPT-4o (by OpenAI). Qwen-
2.5-VL-3B has a publicly known parameter size of 3B. While the
exact sizes of GLM-4V and GPT-4o are not disclosed, it is reasonable
to assume that both are substantially larger than 9B parameters,

especially in the case of GLM-4V, where the Zhipu AI API likely
provides access to a more powerful variant than the open-sourced
9B model.

These models were evaluated on the same set of tasks: semantic
similarity checking, multiple-choice question answering, sentiment
labeling, and emotion classification. Overall, fine-tuning led to per-
formance improvements across most tasks. However, an exception
was observed with GPT in emotion classification, where accuracy
dropped significantly from 87.1% to 61.1% on the test set. This de-
cline may be attributed to overfitting, as the base GPTmodel already
demonstrated strong performance prior to fine-tuning. Meanwhile,
performance improvements were still observed in other tasks where
fine-tuned GPT had not originally excelled. A similar trend was
noted for Qwen, where its performance in generating explanations
and multiple-choice question answering declined slightly after fine-
tuning. Notably, this model initially outperformed the others in
these tasks. However, fine-tuning resulted in substantial improve-
ments in sentiment and emotion classification—areas where the
base Qwen model had previously struggled.

These results suggest that while our dataset is effective in enhanc-
ing LLMs’ capabilities in particularly intricate and niche tasks, the
extent of improvement may depend on the pre-existing strengths of
each model. Models that initially performed poorly, such as those
struggling with sentiment classification, exhibited more notice-
able improvements after fine-tuning, suggesting that our dataset
is particularly beneficial for models with weaker prior knowledge
and could possibly enhance their ability to interpret culturally
relevant content. Conversely, models that were already strong in
specific tasks, such as GPT in emotion classification, may expe-
rience diminishing returns or even degradation in performance
due to overfitting. The graphs showing performance change are in
Appendix I.

5 Discussions

5.1 The Bidirectional Cultural Gap and Usage of

LLMs

Our findings indicate that Chinese participants exhibited relatively
low accuracy in multiple-choice question answering, sentiment
labeling, and emotion classification. As shown in Table 5, they were
frequently outperformed by LLMs, confirming one direction of the
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original

Sim
formatted

GLM Sim
original

Sim
formatted

AccEmo Sim
original

AccEmo
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Table 7: Metrics with significant differences across cultural settings for various LLMs (p < 0.05). For example, for the Qwen2.5-VL

model, AccEmo in the DEF vs. US-RP column indicates significantly better performance of US-RP on the emotion

labeling task compared to DEF .

cultural gap: Chinese participants face challenges in understanding
U.S. memes.

Additionally, when Chinese participants made errors in the
multiple-choice task, they were more likely to select LLM-generated
distractors rather than the human-assumed misunderstandings.
This pattern was also observed in LLM testing. This suggests that
U.S. participants’ assumptions don’t always reflect how Chinese in-
dividuals interpret memes.While LLMs can, to some extent, attempt
to fathom out Chinese people’s thought processes. This confirms
the other direction of the cultural gap: U.S. participants may strug-
gle to accurately anticipate how Chinese individuals interpret their
memes.

These findings highlight an important application of LLMs be-
yond assisting Chinese participants in understanding U.S. memes.
LLMs can also be leveraged to help U.S. participants anticipate po-
tential misinterpretations of their shared content, allowing them
to better understand how their messages might be perceived by
individuals from different cultural backgrounds. In practical applica-
tions, this could help reduce misunderstandings, mitigate awkward-
ness, and prevent unintended conflicts in intercultural exchanges.

5.2 Roleplaying Effects on LLMs

Based on our experiment results, explicitly instructing LLMs to
engage in role-playing can significantly enhance their performance
on certain metrics, revealing that LLMs are aware of different cul-
tural settings. This suggests that LLMs can adjust their behavior
when guided to adopt a particular cultural perspective. However,
the degree of improvement varies across different tasks and models,
indicating that LLMs’ underlying understanding may still be limited
by their training data and pre-existing biases.

Interestingly, LLMs interpret U.S. memes better when prompted
to act as native Chinese speakers compared to their default set-
ting—but not as well as when role-playing as native U.S. speakers.
This suggests that alignment has reduced cultural bias, likely to
avoid favoring specific groups. While their stronger performance
as English speakers reflects their English-heavy training data, align-
ment appears to suppress these biases. In some cases, this even low-
ers performance when mimicking non-U.S. perspectives. Overall,
LLMs show not just reduced bias, but an ability to adapt culturally
when explicitly instructed.

6 Limitations

While our study provides valuable insights into the role of LLMs in
cross-cultural meme interpretation, several limitations should be

acknowledged. The dataset size remains relatively small due to the
high cost and logistical complexity of crowdsourcing raw meme
data along with rich, structured annotations. As detailed in Appen-
dix B, the entire data collection process spanned approximately 40
days and incurred a cost of around $2000. Despite these constraints,
our multi-stage data collection pipeline has proven reliable and
scalable for future expansion. The relatively small dataset size may
negatively impact LLM fine-tuning, potentially leading to overfit-
ting. While fine-tuning has generally improved model performance,
certain tasks, such as emotion classification in GPT-4o, exhibited
performance degradation, likely due to overfitting to the limited
data.

Besides, although we identified a bidirectional cultural gap, our
study did not validate its reversal—where Chinese participants
provide memes and U.S. participants attempt to interpret them. It
remains an open question whether Chinese participants would also
struggle to predict potential misunderstandings by U.S. participants
and how challenging U.S. participants would find it to interpret
Chinese memes. Investigating this aspect would provide a more
comprehensive understanding of cross-cultural meme interpreta-
tion.

Third, our study focuses exclusively on Chinese and U.S. cultural
contexts, leaving out other linguistic and cultural backgrounds that
may exhibit distinct patterns in meme interpretation. Future work
should extend this research to a broader range of cultural settings
to explore whether similar bidirectional gaps exist across other
regions and communities.

Finally, we clarify that the “context”mentioned in ourwork refers
to implicit cultural knowledge—the background beliefs, shared as-
sumptions, and interpretive frameworks that shape how individu-
als understand memes. Although not explicitly embedded in text
or image, this form of context plays a critical role in meme com-
prehension. Related to this, we also acknowledge that the poten-
tial misunderstandings collected in Stage 1 have limited predic-
tive accuracy. These misunderstandings—imagined by U.S. partici-
pants—frequently failed to match actual responses from Chinese
participants.We view this not as a flaw, but as a reflection of a deeper
cultural asymmetry: that individuals often struggle to simulate in-
terpretations from another cultural background. This limitation is
amplified by the inherently subjective nature of misunderstanding,
especially in ambiguous, culturally nuanced formats like memes. As
misunderstandings are not objectively verifiable ground truths, it
is difficult to collect reliable imagined misunderstandings through
one-shot prompts. We hope future work can explore improved or
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interactive methods for eliciting these cross-cultural mismatches
more accurately.
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A Participant Demographics

To better understand the background of our crowdsourcing partici-
pants, we summarize below the key demographic distributions for
both Stage 1 (initial data collection) and Stage 2 (validation). The
Table 8 highlights sex, ethnicity, and employment status.

B Participant Recruitment and Compensation

We employed different recruitment strategies across the three stages
of data collection:

• Stage 1 (Initial Data Collection) and Stage 2 (Valida-

tion) participants were recruited via the Prolific platform.
Prolific allowed us to screen for U.S.-based participants and
ensure diversity across demographics.

• Stage 3 (Cross-Cultural Testing) participants were re-
cruited independently by distributing digital flyers through
universitymailing lists and social media platforms targeting
Chinese international communities.

All participants were compensated at a rate of $10/hour, in line
with ethical guidelines for fair payment in online studies. The entire
data collection process spanned approximately 40 days. In total, the
recruitment and compensation costs amounted to around $2000.

C Research Study Consent Form

Research Purpose: You are invited to participate in a research
study about cross-cultural understanding of internet memes. This
study aims to investigate how people from different cultural back-
grounds interpret and understand memes.
Procedure: Depending on the study stage, your tasks may include:
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Stage Sex (F/M) Ethnicity Employment Status

Stage 1 38 / 62 Black (45), White (40), Mixed (12), Asian (2),
Other (1)

Full-time (50), Part-time (26), Unemployed and seeking
(7), Other (15), Not in paid work (2)

Stage 2 107 / 73 White (119), Black (35), Mixed (10), Asian
(10), Other (6)

Full-time (71), Part-time (26), Unemployed and seeking
(19), Not in paid work (12), Other (50), Starting new job

soon (2)

Table 8: Full demographic summary of Stage 1 (data collection) and Stage 2 (validation) participants.

• Stage 1: Complete a brief demographic questionnaire; up-
load at least 10 culturally significant memes; provide de-
tailed “Cultural Context” explanations and potential mis-
understandings for each meme; and label each meme with
a sentiment (positive, negative, neutral) and one or more
emotions (sarcastic, humorous, motivational, offensive).

• Stage 2: Complete a demographic questionnaire; review
and validate 20 meme interpretations from different cul-
tural perspectives; rate the accuracy of explanations and
misunderstandings; optionally provide feedback to improve
understanding.

• Stage 3: Complete a demographic questionnaire; review
20 U.S. memes; for each meme, choose the correct inter-
pretation from three options, label sentiment, and select
applicable emotion tags. Your input will help us analyze
meme interpretation across cultures.

Data Usage: The data collected may be used for this study and fu-
ture research to improve cross-cultural communication and develop
tools that support online cultural exchange.
Confidentiality: Your responses are anonymous. No personally
identifiable information will be collected. All data will be securely
stored and used solely for research purposes.
Risks and Benefits: There are no anticipated risks beyond every-
day life. Some memes may include mild humor or cultural refer-
ences. Your participation supports research in digital communica-
tion and cultural understanding.
Voluntary Participation: Participation is voluntary. You may
withdraw at any time without penalty and skip any questions you
are uncomfortable answering.

D Annotation Instructions

To guide misunderstanding annotations during Stage 1 data collec-
tion, participants were shown the following instructions, accom-
panied by an illustrative example based on the “Netflix and Chill”
meme (Figure 6):

Please provide potential misunderstandings that someone
from another culture might have when encountering
this meme. Consider how a person who is unfamiliar
with the relevant cultural background might
misinterpret the meme, this could include missing
implied or double meanings, or failing to
recognize cultural references. For example:

# Training Samples Accuracy F1 Score AUC-ROC

10 0.891 0.940 0.964
50 0.938 0.963 0.978
150 0.969 0.981 0.992
200 0.984 0.991 1.000

Table 9: BERT classifier performance on held-out test set (50

examples) under varying training sizes.

For the U.S. meme Netflix and Chill, people from other
cultures might interpret this phrase literally as
an invitation to watch movies together, not
realizing it is actually a euphemism for romantic
or sexual activity. This could lead to awkward
situations, such as an international student
innocently using the meme to invite friends over
for movie watching, unaware of its implied meaning
in U.S. culture.

Figure 6: Example meme used in the annotation prompt:

“Netflix and Chill.”

E BERT Classifier Performance on Varying

Training Sizes

We evaluated the reliability of our BERT-based classifier by training
it on varying sizes of the 200 annotated samples. We reserved 50
samples as a held-out test set and trained the model on 10, 50, 100,
and 150 examples. As shown in Table 9, classifier performance
improved consistently with more training data and reached near-
perfect levels with 150 samples, suggesting the sufficiency of our
labeled set for quality filtering.
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F Example Data Instances

To better illustrate the structure and labeling of our dataset, we
present three representative examples below in Figure 7.

Figure 7: Three example memes from the dataset. Each in-

cludes the original explanation (gray box), the GPT-4 gen-

erated interpretation (green box), and a human-annotated

potential misunderstanding (red box).

G Emotion Label Count Distribution

In our emotion labeling task, a prediction was considered correct
if the ground truth emotion label(s) were a subset of the predicted
labels. A valid concern is that this subset-based evaluation criterion
could lead to degenerate solutions, for example, a model predicting
all available labels in order to maximize the chance of including the
ground truth.

To address this concern, we note that the grading criteria was
not revealed to either the models or the human participants. As a
result, neither had knowledge of the evaluation rule that could be
exploited. This design choice reduces the likelihood of intentional
label inflation.

To further confirm this in practice, we analyzed the distribution
of the number of emotion labels selected per response for each
model and for human participants. The results are summarized
below:

These results show that:
• All models and human participants selected between 1 and

3 labels per response, with the majority choosing only 1 or
2.

• No model or participant selected all 4 labels in any case.

# Labels Qwen GPT GLM LLaMA Human

1 68.9% 75.4% 52.8% 55.2% 74.5%
2 22.9% 15.1% 32.8% 26.9% 23.8%
3 8.2% 9.5% 14.4% 17.9% 1.7%
4 0.0% 0.0% 0.0% 0.0% 0.0%

E[# Labels] 1.39 1.34 1.62 1.63 1.27

Table 10: Distribution of number of emotion labels selected

per response.

• The expected number of choices per response ranges from
1.27 (human) to 1.63 (LLaMA), far below the degenerate
maximum of 4.

This distribution confirms that no degenerate label inflation oc-
curred in practice. The labeling behavior remained realistic and con-
sistent with typical multi-label human annotation patterns. Thus,
the subset-based evaluation metric is both valid and robust in our
setting.

H Performance Score Calculation

To construct PS, we aligned the expected scores of the classifi-
cation tasks with the similarity metrics by setting E[PSMCQ] =

E[PSSent] = E[PSEmo] = 1. For multiple-choice and sentiment
classification, where each question has three options, the expected
accuracy is approximately 0.33. For emotion labeling, where a pre-
diction is marked correct if the ground-truth labels are a subset of
the predicted labels, we calculate expected accuracy as:

EEmo [Acc] =
( ∑︁
𝑚∈M

PCLS𝑚
PLS

) /
|M|, (2)

where M is the set of memes, PLS denotes the number of possi-
ble label sets for each meme, and PCLS is the number of those
considered correct.

The number of possible label sets (PLS) for each meme is given
by:

PLS =

𝑛∑︁
𝑙=1

(
𝑛

𝑙

)
=

𝑛∑︁
𝑙=1

𝑛!
𝑙 !(𝑛 − 𝑙)! , (3)

where 𝑛 is the number of possible labels (in this case 𝑛 = 4), and 𝑙 is
the number of labels chosen by the model (𝑙 ∈ [1, 4]). The number
of possible correct label sets (PCLS) is then defined as:

PCLS𝑚 =

𝑛−𝑐𝑚∑︁
𝑙𝑖𝑚=0

(
𝑛 − 𝑐𝑚

𝑙𝑖𝑚

)
=

𝑛−𝑐𝑚∑︁
𝑙𝑖𝑚=0

(𝑛 − 𝑐𝑚)!
𝑙𝑖𝑚![(𝑛 − 𝑐𝑚) − 𝑙𝑖𝑚]!

, (4)

where 𝑐𝑚 is the number of true labels for a givenmeme (𝑐𝑚 ∈ [1, 4]),
and 𝑙𝑖𝑚 represents the number of false labels for the current meme
(𝑙𝑖𝑚 ∈ [0, 3]). The expected accuracy for emotion classification
is then given by Equation 2, where M represents the set of all
memes, with |M| = 621. Based on our dataset, 440 memes have one
emotion label, 174 have two emotion labels, 7 have three emotion
labels, and no meme has all four emotion labels. Therefore, we got

11



1277

1278

1279

1280

1281

1282

1283

1284

1285

1286

1287

1288

1289

1290

1291

1292

1293

1294

1295

1296

1297

1298

1299

1300

1301

1302

1303

1304

1305

1306

1307

1308

1309

1310

1311

1312

1313

1314

1315

1316

1317

1318

1319

1320

1321

1322

1323

1324

1325

1326

1327

1328

1329

1330

1331

1332

1333

1334

Conference acronym ’XX, June 03–05, 2018, Woodstock, NY Zhu et al.

1335

1336

1337

1338

1339

1340

1341

1342

1343

1344

1345

1346

1347

1348

1349

1350

1351

1352

1353

1354

1355

1356

1357

1358

1359

1360

1361

1362

1363

1364

1365

1366

1367

1368

1369

1370

1371

1372

1373

1374

1375

1376

1377

1378

1379

1380

1381

1382

1383

1384

1385

1386

1387

1388

1389

1390

1391

1392

EEmo [Acc] ≈ 0.12. To assign scores, we solve the following system
of equations: {

EEmo [Acc] · 𝑥 = EMCQ [Acc] · 𝑦,
𝑥 + 2𝑦 = 3E[PS],

(5)

where 𝑥 is the maximum possible possible score assigned to the
emotion labeling, and 𝑦 is the maximum possible possible score as-
signed to both the multiple choice question selection and sentiment
labeling. Then, the final performance score can be computed as:

PS = Simoriginal + Simformatted
+ PSMCQ + PSSent + PSEmo

= Simoriginal + Simformatted

+ AccMCQ · 𝑦 + AccSent · 𝑦 + AccEmo · 𝑥 . (6)

I Fine-tuned Models Performance

According to the results shown in Figure 8, our dataset has the
potential to enhance LLMs’ ability to interpret memes, provided
that overfitting does not occur. To mitigate the risk of overfitting,
we recommend following our dataset curation pipeline to ensure
the creation of a sufficiently large dataset.

J Additional Details on the Rewriting Process of

Original Data

This appendix details the utilization of Large Language Models
(LLMs), specifically GPT-4, in several key stages of our data pro-
cessing pipeline. We employed GPT-4 for content reformatting,
translation, and the generation of multiple-choice questions (MCQs)
based on the collected meme explanations and potential misunder-
standings.

J.1 Content Rewriting

We designed specific prompts to guide GPT-4 in standardizing
meme explanations while preserving their original meaning and
terminology.

Introduction Prompt:
Please act as a cultural analyst to standardize

explanations of memes while preserving their
original meaning and terminology. Your task is to
reformat provided meme explanations according to
strict guidelines, ensuring all key terms, slang,
and cultural references remain unchanged.

Key Requirements Prompt
Preservation Rules:
Maintain ALL original keywords, phrases, and cultural

references.
Ensure the reformatted explanation has the same meaning

as the original.
Add contextual framing only where necessary for clarity.

Structural Rules:
Begin explanations with "In the US, this meme" if US

cultural context is involved.
For potential misunderstandings, retain the original

concern but standardize phrasing.

Instruction Prompt:
For each meme explanation:
Explanation: Start with "This meme" or "In the US, this

meme," followed by the original content.
Potential Misunderstanding: Begin with "People might"

or "Some viewers might," then state the
misunderstanding exactly as described.

Examples:
Original: "The joke is about student loans being

expensive"
-> Standardized: "This meme refers to student loans

being expensive."
Original: "Missing the reference to SpongeBob"
-> Standardized: "People might miss the specific

reference to SpongeBob."

J.2 Content Translation

After the rewriting stage, the dataset was translated into Chinese
to facilitate cross-cultural comparison. We again utilized the GPT-4
API for this task. The prompts for translation emphasized accuracy
and fluency in the target language while preserving the nuances of
the meme interpretations.

Instruction Prompt for Translation:
For each segment of text to be translated:
Translation: Strictly adhere to the following

guidelines:
Maintain a professional academic tone, avoiding stiff

or overly technical terminology.
Retain the original sentence structure and all

numbers/proper nouns.
Translate culturally specific expressions through

paraphrasing while preserving the original meaning.

K Multiple Choice Questions Generation

In the cross-cultural test phase, we generated two multiple-choice
questions based on explanations and potential misunderstandings.
The rewritten explanations were used as the correct answers, while
the potential misunderstandings were adapted into distracting
choices. The GPT-4 API played an important role in perfecting
these transformations. We distributed two distinct prompts to GPT-
4.

Prompt 1: Misleading Option Generation:

Task: Generate a misleading option based on a
misunderstanding.

Correct answer: [Rewritten_Explanation]
Possible misunderstanding: [Rewritten_Misunderstanding]

Please generate a misleading option based on the
misunderstanding based on the above information.

Requirements:
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Figure 8: Performance comparison between base models and their finetuned versions across different metrics.

1. The option should be misleading: The option should
look reasonable, but actually wrong, and can
mislead people who are not familiar with the
correct answer.

2. The option should be related to the
misunderstanding: The option should be constructed
based on the provided misunderstanding and can
reflect the specific manifestation of the
misunderstanding.

3. The option should be concise and clear: The option
should be concise and clear, and avoid using
overly complex or ambiguous language. Keep it to
about 20-30 words.

Prompt 2: Chinese Cultural Perspective on
Misunderstanding:

Please play the role of a Chinese culture who lacks
in-depth understanding of the American cultural
background.

Task description:
1. Meme selection: The model will provide a series of

network factors (meme) pictures originating from
American culture.

2. Cultural background information return: It is
assumed that there is no similarity in the
American culture, history, social background and
other information involved in the meme.

3. Misunderstanding possibility analysis: Subjectively
need to try to infer the meaning of the meme based
on the content of the picture and combined with
one's own cultural cognition, and record possible
misunderstandings or deviations. Keep it to about
20-30 words.

L Prompt for Model Testing

This appendix the structured prompts developed to evaluate how
language models interpret memes across cultural and academic
frameworks. The prompts simulate distinct perspectives (American,
Chinese, and neutral academic analysis) to systematically assess cul-
tural bias, interpretability gaps, and alignment with region-specific
or objective contexts.

L.1 Prompt For Neutral Perspective

For academic purposes, analyze this meme neutrally.
Follow this format:

Explanation: Objectively summarize the memes' cultural
relevance in the US (20-30 words).

Misunderstanding: Identify a plausible
misinterpretation by non-US audiences (20-30
words).

Sentiment: [Positive/Negative/Neutral]
Emotions: [Sarcastic, Humorous, Motivational, Offensive]

L.2 Prompt For American Perspective

As a native American living in the US, analyze this
meme. Follow this format:

Explanation: As someone familiar with US culture,
explain the memes' meaning to Americans (20-30
words).

Misunderstanding: How might non-Americans misinterpret
this meme due to cultural differences? (20-30
words).

Sentiment: [Positive/Negative/Neutral]
Emotions: [Sarcastic, Humorous, Motivational, Offensive]

L.3 Prompt For Chinese Perspective

As a native Chinese person, analyze this American meme.
Follow this format:

Explanation: From your Chinese cultural viewpoint,
interpret the memes' intent or symbolism (20-30
words).

Sentiment: [Positive/Negative/Neutral]
Emotions: [Sarcastic, Humorous, Motivational, Offensive]

M Prompts for Meme Classification

M.1 Prompt For Categorizing Memes by

Knowledge Type

You are an expert in meme analysis. For each provided
meme image, conduct a thorough evaluation and
assign it to one of the two predefined categories
based on its content and cultural context.
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Cultural Knowledge-Dependent: This classification
applies to memes whose semiotic and humorous
elements are rooted in specific cultural schemata.
Comprehension of these memes requires extrinsic
knowledge of particular historical events,
traditions, popular culture artifacts (e.g.,
cinematic releases, musical artists, public
figures), regional customs, or socio-cultural
norms, with a particular emphasis on American
culture.

General Knowledge-Based: This classification is for
memes that are universally intelligible,
transcending specific cultural boundaries. The
humor, emotional valence, or subject matter of
these memes derives from common human experiences,
logical reasoning, or widely understood life
principles that do not presuppose a specific
cultural literacy.

M.2 Prompt For Topic Labeling

You are an expert in meme research. Analyze the
following meme image and classify it into one of
the five categories listed below. Your response
must consist of exactly one label from this list.

1. Political Satire: The meme comments on or criticizes
political figures, events, policies, or
ideologies, often using irony or sarcasm.

2. Entertainment: The meme relates to general
entertainment topics, such as celebrities, TV
shows, music, or video games, that are not
specific to a single film, cartoon, or broader pop
culture trend.

3. Films and Cartoons: The meme directly references
characters, scenes, or quotes from specific movies
or animated series.

4. Pop Culture: The meme pertains to widespread
cultural trends, internet phenomena, viral
content, or lifestyle elements that define a
period or generation.

5. Social Events: The meme refers to specific,
real-world social events, news headlines, or
public occurrences that are not primarily
political in nature.

Classification: [Political Satire/Entertainment/Films
and Cartoons/Pop Culture/Social Events]
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